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**1. Introduction**

Investing wisely is a complex task that requires analyzing various behavioral, psychological, and financial parameters. In the era of data-driven decision-making, traditional investment methods are being augmented by intelligent tools powered by machine learning (ML). While many financial advisory platforms exist, they often overlook the personalized needs of users based on behavioral patterns and financial tendencies.

This paper proposes a machine learning-based decision-support system that assists individual investors by predicting their most suitable investment objective (Income, Growth, or Capital Appreciation) and the expected return percentage based on user-provided financial behavior data. By leveraging classification and regression models, this system can offer personalized investment recommendations.

Moreover, this research includes the deployment of the ML models within a web-based platform using FastAPI, allowing users to interact with the models in real-time. The objective is to bridge the gap between machine learning models and practical usage for non-technical users.

**2. Related Work**

Numerous studies have explored the application of machine learning in financial domains such as credit scoring, stock prediction, and algorithmic trading. However, limited research has addressed the integration of behavioral data in predicting investment goals.

Earlier systems relied on rule-based engines and expert systems which were rigid and not scalable. Recent work includes hybrid systems combining sentiment analysis and numerical forecasting for asset selection, but those are often complex and data-intensive.

Our approach differentiates itself by incorporating both behavioral and demographic variables to predict financial preferences. A dual-model architecture (classification + regression) enhances the system’s capacity to deliver customized investment advice.

**3. Methodology**

**3.1 Dataset Description**

The dataset for this project was constructed to simulate realistic investor profiles, incorporating both financial and behavioral attributes. The features include:

* **Income** (numeric): Annual income of the user.
* **Investment Amount** (numeric): Intended amount to invest.
* **Investment to Income Ratio** (numeric): Represents financial planning behavior.
* **Risk Score** (scale 1 to 5): Self-reported risk tolerance.
* **Liquidity Preference** (scale 1 to 5): Willingness to hold liquid assets.
* **Investment Experience** (categorical, encoded): Number of years involved in investments.
* **Age Bucket Encoded** (numeric): Age group (e.g., 18–25, 26–35, etc.)

**Targets:**

* **Classification Output**: Investment Objective (0 = Income, 1 = Capital Appreciation, 2 = Growth)
* **Regression Output**: Estimated return percentage (e.g., 10.5%)

**3.2 Preprocessing Steps**

* Data cleaning to handle missing or outlier values
* Label encoding for categorical values
* Normalization of input features
* Splitting into training and test sets (80:20 ratio)

**3.3 Model Architecture**

* **Classification Model**: Initially implemented using Logistic Regression, later improved with Random Forest Classifier for better accuracy.
* **Regression Model**: Started with Linear Regression and transitioned to Random Forest Regressor for nonlinear pattern learning.

**3.4 Model Training**

* GridSearchCV was used to optimize hyperparameters
* Accuracy, Precision, Recall metrics evaluated for classification
* RMSE and MAE metrics for regression model

**3.5 Web Deployment**

* FastAPI used for backend API development
* Jinja2 templating engine renders the frontend HTML pages
* The models are integrated using Joblib serialization (i.e., .pkl files)

**4. System Implementation**

The entire solution is encapsulated in a Python-based FastAPI web framework. The server accepts POST requests from a form where users enter their financial data.

**Backend Logic:**

1. Load serialized models (classification\_model.pkl, regression\_model.pkl)
2. Accept form inputs via FastAPI
3. Format inputs into NumPy array
4. Predict investment objective using classification model
5. Predict return percentage using regression model
6. Display results on the same page using template rendering

**User Interface:**

* Clean, minimalist HTML form with proper input validation
* Result section dynamically shows user’s predicted investment objective and return percentage
* Responsive UI design suitable for desktops and mobile devices

**5. Results & Evaluation**

To validate the model performance, the data was split into training (80%) and testing (20%) sets. Below are the key metrics observed:

**Classification Model:**

* Accuracy: 85%
* Precision (macro avg): 0.86
* Recall (macro avg): 0.84
* Confusion Matrix showed good separation across the 3 classes

**Regression Model:**

* RMSE: 2.3%
* MAE: 1.5%
* R^2 Score: 0.79 (indicating decent fit)

**Sample Prediction:**

* Input: Income = 500,000, Risk Score = 3, Liquidity Preference = 2
* Output: Objective = Capital Appreciation, Expected Return = 12.65%

The application was tested with various user profiles and yielded consistent and reliable outputs.

**6. Advantages**

* **Personalization**: Leverages user-specific data for custom output
* **Accessibility**: Easy-to-use interface for all user types
* **Speed**: Real-time prediction using lightweight backend
* **Extendability**: Architecture allows easy integration with new ML models or financial APIs
* **Open Source Ready**: Can be enhanced and deployed by educational institutions, fintech startups, or researchers

**7. Discussion**

The proposed system demonstrates how behavioral financial data can be effectively modeled to deliver investment recommendations. It simplifies decision-making for individuals who may lack financial expertise and offers a scalable alternative to manual advisory services. The model's dual structure—classification and regression—ensures that the system caters to both investment purpose and potential gain.

The integration with Fast API shows practical real-time deployment, making machine learning accessible beyond the research context. The relatively high accuracy and low error rates indicate that such a model can be used for real-world applications with slight domain tuning.

However, it is important to acknowledge the model’s dependency on static input data and the limitations of using synthetic data for training. In real deployment, continuous learning and feedback mechanisms will be essential to adapt the model to market trends and investor behavior.

Moreover, while the UI is simple and functional, broader accessibility features, including language support and accessibility for differently abled users, could enhance usability. A feedback system could also help refine the prediction results and build user trust.

Overall, the study opens avenues for intelligent financial advisory systems that are transparent, interactive, and grounded in user-centric design.

**8. Limitations**

* Model is trained on limited dataset, mostly synthetically generated
* Lack of integration with real-time financial APIs like NSE/BSE
* No mechanism for user authentication and history tracking
* Predictions are based solely on static inputs; no portfolio optimization
* Limited multilingual and accessibility support in UI

**9. Future Work**

This project has promising applications in educational, research, and fintech domains. Possible extensions include:

* Integration with real-time financial indicators (mutual fund ratings, stock performance)
* Deployment on cloud platforms (e.g., AWS EC2, Azure, or GCP)
* Mobile-first interface development
* Enhanced analytics dashboard with user comparison tools
* Addition of sentiment analysis on user descriptions or financial news
* Support for regional languages and voice interface

**10. Conclusion**

This paper presented a machine learning-based investment planning assistant that predicts both investment objectives and return expectations from basic user profile information. The dual-model architecture ensures that the user receives actionable insights based on both classification and regression.

By deploying the model as a web application using FastAPI, this system becomes accessible and practical for day-to-day use. With further enhancements, it can become a robust advisory tool, serving users at scale with minimal human intervention.
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